Virtual Machine Monitoring
via SNMP

To monitor parameters from within your windows virtual machines you will require two items to be
installed:

a. Monitoring server

A virtual machine deployed on the VMhosts dedicated for internal monitoring for each of the
clients. This will be connected to the same VLAN as the client.

Example specifications: VM specifications: 1 core, 2GB RAM, 10 GB storage
b. SNMP Service (Agent) installed in the Windows Virtual Machines you wish to monitor.

Ensure Windows firewall allows SNMP traffic.

Step 1:

Installing the SNMP Service, sub features and management tools: This can be done via the add
remove features or via PowerShell using the following command on the nominated Server:

For Wndows Powershell 2014 edition, use : ‘Add-WindowsFeature snmp-service
-IncludeAllSubfeatures -IncludeManagementTools’

ey Select Administrator: Windows PowerShell

Windows Powershe i i i
Copyright (C) 2014 Microsoft Corporation. All rights reserved.
PS C:\Users\Administrator? Add-WindowsFeature snmp-service -IncludefAllSubFeature -IncludeManagementTools

Success Restart Heeded Exit Code Feature Result

Success {Remote Server Administration Tools, Featu...

PS C:iDsers‘Administrator® _

For Windows Powershell 2016 edition, use

To check if SNMP is installed, ‘Get-WindowsFeature *SNMP*’



To install SNMP, ‘Install-WindowsFeature SNMP-Service -IncludeAllSubFeature -
IncludeManagementTools’

EX Administrator: Windows PowerShell - O X

She
Copyright (C) 2016 Microsoft Corporation. All rights reserved.

PS5 C:\Users\Administrator> Get-WindowsFeature *SNMP=

Display Name Name Install State

[ ] SNMP Tools RSAT-SNMP Available
[ 1 SNMP Service SNMP-Serv Available

[ ] SNMP WMI Provider SNMP-WMI-Provider Available

PS C:\Users'Administrator> Install-WindowsFeature SNMP-Service
Success Restart Needed Exit Code Feature Result

, Featu...

Step 2:

Open the ‘Services’ panel via Control Panel / Administrative Tools or by right clicking the start
button, selecting ‘Run’ and entering services.msc followed by ‘OK’

SMMP Service Properties (Local Computer) x
Gﬂ'ﬂ'danqﬁlﬁemrw_-Agm: -_Tr,;m Securty | Dependencies

[+] Send authertication trap
Acceptad communiy names
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SMMP Service Configuration -

Community fights
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[
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Navigate down to ‘SNMP Service’ and double click on the service, this will open a dialog box with
the properties for the SNMP Service.

Next we will need to click the Security tab followed by the ‘Add’ button under the ‘Accepted
Community Names” title. You can now enter in a community name that’s relevant to you, for this
example we have used ‘SnmpMOnitor’




SNMP Service Properties (Local Computer) Ii‘

| General | Log On | Recovery | Agent | Traps | Securty | Dependencies |

[+ Send authentication trap

Host name, IP or IPX address:

[10:232.119.11

) Accept SNMP packets from any host
® Accept SNMP packets from these hosts
localhost

110.232.116.44

| Add. | | Edt. | | Remove |

Now we will need to configure where the server will accept SNMP Packets from, this is configured
under the “Accept SNMP packets from these hosts” title, click on ‘ADD’ button and enter in the IP
address/es of the SNMP Monitoring Servers you just set up.

Once completed select Apply and OK to exit. Restart the service by right clicking on the ‘SNMP
Service” and selecting Restart



Step 3:

After SNMP has been installed and configured you will need to download and install the following

application “SNMP-Informant” - http://www.wtcs.org/informant/files/informant-std-17.zip

This will provide SNMP the correct MIBs for the Cloud Monitoring Service - the additional MIB’s
structure the collected information in a compatible format .

Step 4:

Firewall rules will need to be updated to allow the incoming SNMP requests, open ‘Windows Firewall
with Advanced Settings” which is located in ‘Control Panel’ then ‘Administrative Tools’


http://www.wtcs.org/informant/files/informant-std-17.zip

General | ProgmmsandServices |  Remote Computers
Protocols and Ports | Scope | Advanced | Local Prncipals | Femots Users

Frofies

| Speciy profiles to which this rule apphies.
=" 4 Domain

[+ Brivate

[ Public

i

Interface types
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Edge traversal

q Edge traversal allows the computer fo accept unsolicited
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such as a Network Address Translation (NAT) router or
firewall
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Mlow applications to receive unsolicited traffic directly from
the Intemet through a NAT edge device.

Locate the existing ‘'SNMP Sevice (UDP In) rules and double click the first one (which one is not
important), select the ‘Advanced Tab’ and make sure ‘Domain, Private & Public’ are ticked then
change the ‘Edge Traversal’ to ‘Allow Edge Traversal’. Select OK and close the remaining windows.



Step 5:

W Dovice Monitor 1D:  NEW MONITOR lled (Services /
S¢ Dovice Name: DADE
Monitor Type:  SNMP CPU Perf Monitoring B
Override Polling HostPort: (Optional)
SNMP Community Mamé: [Requires SHMP Read Access from 110.232.116.44, 110.232.118.11)

Alert H Core Load Excoeds: 95 (Load - Usually 100 means 100% / Mumber of Cores Above Threshold, e.g. 952 mears 95% for 2 cones)
Alort Only f Excoed For: 180 (Seconds)
Renow Partiton Indexes?: [Usa if partitions changa)
Is Trippod ?:
Auto-Reset Trips?:
Alerts:
Alert Interval: 30D  (socs)
Alort Email: (Optional, defaults to tech contact)

SUBMIT
Select ‘ADD NEW

MONITOR’ followed by the ‘Monitor Type’ you are after. The following page will contain the fields required for your Cloud
Monitoring System to successfully monitor the desired server.

We recommend populating the following fields:
SNMP Community Name: will be the SNMP community string previously defined in Step 2
Alert Threshold: If your monitoring CPU specify the CPU load that will trigger an alert.

Alert Only if Exceed for: How long the alert threshold is exceed for in duration to trigger an alert (Important as brief CPU spikes
do occur)

Alert: This will enable alerts to be created if the alert parameters are met.
Alert Email: Nominate a email address to receive the alert.
Providing these fields are populated, then select Submit. You will be brought back to the previous page “Monitoring Tab” where

you will see the new monitor appear. The metrics will start to flow in and you should see some information after 10 minutes. You
can then add more monitors depending on your requirements.



Step 6: This step is only required if your server has a Private IP Address and is behind a NAT

Firewall.

Prior to this step, it is expected that a Public IP NAT or PAT would have been made on your
perimeter firewall to the nominated Server(s). NAT & PAT instructions are not included in this
document due to the variety of firewalls available - we recommend you speak to you firewall

management vendor to configure this for you.

Hostnamae:

Server ID:

Server Login:
Host sarver:
Server Start Date:

Cllent:

CPLU;

Emulation:

Storage Encryption:
DHCP Server:
WatchDog Auto-Restart:
Billing Plan:

Support Plan:

Power Status:

Hetwork Status:
Additional Information:

BT FRCK OO, 0om
Fring
Vitual Server

Retrigve Password
AU-nEW-G 1-vTnE2 vimsEnEhost. com
130772018 15:28:01

RackComp Windows Operations

RC-ALHGLOBESW1 Australla, Sydney
(GlobalSwilch)

Australia/Sydney
Haswed

Optimal {Hyper')
Mona

Enabled
Disabled
Manthly (Change)
SUPPORTSTD
OoN

ON
SMNE NAT 2000000 X000 X008

t and the associated firewall rule is enabled to
0 edit the ‘Additional Information’ field on the

The information to be inserted is: “SNMP NAT

<ip address>" where the <ip address> will contain the Public IP provided by your Firewall

Management vendor.



Dewice Monitor ID:  NEW MOMNITOR

Dovice Name: DADE

Monitor Type:  SNMP CPU Porf Montoring [T
Ovarride Polling Host/Part: 3000 5008, 3000 008 {Cptional)
SHMP Community Name: | SnmpMOnitor [Requires SMMP Read Accoss from 11023211644, 110.232.118.11)

Alort f Core Load Exconds: 95  (Load - Uswally 100 mears 100% / Mumber of Cones Above Threshold. 0.9, 852 means §5% for 2 cones)
Alert Only i Exceed For: 180  (Soconds)
Ranew Partiton Indexes?: {Usa if partitions changs)
Is Tripped?:
Auto-Resot Trips?:
Alerta:

Adert Interval: 300  (secs)

Alert Email: | gdmin@rackoorp.oom | (Optonal, delauhs 1o wech contact)

suBMIT

Navigate back to the monitor we previously set up on the ‘Monitor Tab’. Here we will need to
populate the Override Polling Host/Port field with the Public IP Address previously used in the
Additional Information field.

If you have used AT, you will need to specify the port after the IP Address with a semi colon used as
a separator. e.g. 110.232.116.11:14000

Click Submit and your monitor should being to show metrics within 10 minute.
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